Keliger Daniel
Farkas Gyula emlékdij, 2025

Keliger Daniel matematikus MSc diplomajat 2021-ben szerezte meg a Budapesti MUszaki
Egyetemen. A PhD dolgozatat. 2025 juliusaban Summa Cum Laude mindsitéssel védte meg
Rath Balazs témavezetése mellett. 2025 szeptemberét6l a BME Matematika Intézet
Sztochasztika tanszékének félallasu adjunktusa, valamint 2021 6ta a HUN-REN Rényi Alfréd
Matematikai Kutatdintézet Dynasnet csoportjanak kutatodja.

A 2021-es Orszagos Tudomanyos Diakkori Konferencian Sztochasztika és Statisztika tagozaton
I. dijas volt. 2021-ben elnyerte a Rényi Katé emlékdijat, valamint 2025-ben megkapta a
Budapesti M(szaki Egyetem Matematika- és Szamitastudomanyok Doktori Iskolajanak Konig
Gyula Kari Ifjusagi Kutatasi Dijat is.

Az elmult id6szakban tobb UNKP és EKOP palyazatnak volt nyertese. Ezek a Sirlségfiiggd
Markov populdcids folyamatok mean field kozelitései (UNKP-21-3-I-BME-57), a
Jarvanymodellek kozelit6 mddszereinek pontossdganak karakterizaciéja (UNKP-23-3-1I-BME-
221), valamint a Jarvanymodellek rekonstrukcios és predikcids problémai (EKOP-24-3-BME-
316).

Keliger Daniel kutatdsi témaja a nagy - bizonyos esetekben véletlen - halézatokon definialt
kolcsdnhato részecskerendszerek (pl. jarvanymodellek) vizsgdlata, tovdbba ezen sztochasztikus
modellek determinisztikus kozelitésébdl adodd nemlinearis differencidlegyenlet-rendszerek és
integro-differencidlegyenletek analitikus vizsgalata, tovabba a kozelitések hibajanak minél
precizebb becslése.

Keliger Daniel kutatdsa a matematika tobb terlletének mddszereit egyesiti: a
differencidlegyenletek eszkdztarat kombinalja grafelméleti fogalmakkal, valdszinliségszamitasi
maodszerekkel, és tobb cikkében a s(irl grafok limeszelméletének kdzvetitésével jut el olyan
integro-differencialegyenletek vizsgalatdig, melyhez a funkcionalanalizis eszkdztaranak
hasznalata szlikséges.

Keliger Daniel tehat mind mddszereiben, mind érdekl6dési korét tekintve multidiszciplinaris,
emiatt fiatal kora ellenére széles tarsszerzGi korrel bir. Daniel egy személyben matematikai
modellezd, probléma-felvetd és probléma-megoldo.

A dij odaitélésekor figyelembe vett 6t kiemelt publikacid a Physica A, a Journal of Graph Theory,
a Proceedings of the National Academy of Sciences és a Physical Review Research
folyodiratokban jelentek meg.

A tudomanyos publikaciok mellett Keliger Daniel tobb ismeretterjeszté cikket is irt a
jarvanymodellezés matematikajardl, melyek az Elet és Tudomany valamint a Természet Vilaga
folydiratokban jelentek meg.

A fentiek alapjan Keliger Daniel Farkas Gyula dijban részesdl.



Madarasi Péter
Farkas Gyula emlékdij, 2025

Madarasi Péter az E6tvos Lordand Tudomanyegyetem Természettudomanyi Karan matematika
alapszakon 2016-ban, alkalmazott matematikus mesterszakon pedig 2018-ban szerzett
diplomat. ,Restricted b-Matchings and Subgraph Matchings” cim( doktori disszertacidjat
2024. aprilis 30-an védte meg az ELTE TTK Matematika Doktori Iskoldjaban. Témavezetdje
Juttner Alpar volt.

Egyetemi tanulmanyai 6ta az MTA-ELTE Egervary Jen6 Kombinatorikus Optimalizalasi
Kutatdcsoport tagja, 2021 6ta pedig az MTA-ELTE Lendiilet Matroidelméleti Kutatécsoportnak
is tagja. Az MTMT alapjan tudomanyos folydiratcikkeinek szdma 4 és ezekre Gsszesen 61
flggetlen hivatkozas talalhatd. Madarasi Péter az egyetlen szerzGje az Annals of Operations
Research folydiratban kozolt kétrészes sorozatnak. A dijazott emellett két
konferenciakdzleménynek és hét tovabbi arxiv-kéziratnak a szerz8je, melybdl négy készilt el
az el6z6 évben. Ezek publikdldsa folyamatban van. Madarasi Péter jelenleg egy Phd-hallgatd
témavezetdje.

Kutatasai soran harom nagyobb témakorre koncentralt: grafok izomorfidja, az ugynevezett
,distance matching” feladat, valamint a ,hierarchikus b-matching” probléma. Az elért
eredmények els6sorban az NP-nehézséggel voltak kapcsolatosak, illetve a fent emlitett
problémdakban Uj, a kordbbiaknal Iényegesen hatékonyabb algoritmusokat sikerdlt
konstrualni.

Madarasi Péter elkotelezett a fiatalabb diakok mentoralasaban. Az elmult években tobb TDK-dolgozat
témavezetdje volt: az ELTE TTK tudomanyos didkkori konferencidjan harom elsd, egy masodik és egy
harmadik dijas dolgozatnak volt 6 a témavezetGje, az OTDK-n pedig egy masodik dijas dolgozaté. O
maga, még egyetemi hallgatdként OTDK elsé helyet és Pro Scientia aranyérmet szerzett
kutatdsaival.

Madarasi Péter a fent emlitett publikaciok mellett tobb, ipari szerepl6kkel kozos K+F
projektben részt vett, részben gépi tanuldsos moddszereket hasznalva. Az algoritmusok
tervezése, felépitése mellett kiemelked6 programozasi tapasztalatat, tudasat is sikeresen
alkalmazta. Péter négy éven at szoros egyuttmikodést folytatott egy mez6gazdasagi gépeket
gyarto vallalattal, amely soran a személyre szabott gépek és mas Osszetett termékek
tervezésekor fellépd, szamitasi szempontbdl kezelhetetlen méretl konfiguracios teret tette
hatékonyan kezelhet6vé. A kombinatorikus optimalizalas, a SAT-megolddk, a grafelmélet és a
linedris programozas eszkoztaranak a legmodernebb ERP-szoftverekkel vald integracidjaval
alapjaiban valtoztatta meg az ilyen rendszerek elemzésének és optimalizalasanak
lehetGségeit. Az eredmények értékét nemzetkozi szabadalmi bejegyzés is tanusitja.

A fentiek alapjan Madarasi Péter Farkas Gyula dijban részesiil.



Szentpéteri Szabolcs
Farkas Gyula emlékdij, 2025

Szentpéteri Szabolcs a Budapesti M(iszaki és Gazdasagtudomanyi Egyetem villamosmérnoki
szakdn szerzett BSc diplomat 2018-ban, majd mesterdiplomat kitlintetéses mindsitéssel 2020-
ban.

A mesterképzéssel parhuzamosan algoritmusfejlesztési gyakornokként dolgozott a Knorr-
Bremse 6nvezets jarmlvek csoportjanal, valamint tudomanyos segédmunkatarsként a BME
Villamosmérnoki és Informatikai Kar Iranyitastechnika és Informatika Tanszékén.

Diplomdjanak megszerzése utan a HUN-REN Szamitastechnikai és Automatizalasi Kutatointézet
(SZTAKI) munkatdrsa lett, és az E6tvos Lorand Tudomanyegyetem (ELTE) Informatika Doktori
Iskolajaban kezdett doktori tanulmanyokat Csaji Balazs Csanad témavezetése alatt., Eloszlas-
fliggetlen  rendszeridentifikici6 nem-aszimptotikus  garanciakkal” cimd  doktori
disszertacidjanak nyilvanos védése 2026. janudr 14-én lesz, a ,,summa cum laude” mingsitésre
javasolt hazi védést kdvetben.

Doktori tanulmanyai alatt kétszer is elnyerte a HUN-REN SZTAKI legjobb doktoranduszi dijat
(2023, 2024), valamint a HUN-REN SZTAKI Ifjusagi Dijat 2025-ben.

Tudomanyos eredményeit f6ként a rendszeridentifikacid, a bizonytalansag kiértékelés és a
megerGsitéses tanulds teriletén érte el. ElsGsorban sztochasztikus linearis rendszerek
adatvezérelt, eloszlas-fliiggetlen bizonytalansag-kiértékelési mddszereit vizsgdlta, amelyek
Ujramintavételezési eljarasokon alapulnak. Ennek keretében a nem-aszimptotikus Sign-
Perturbed Sums (SPS) moédszer tobb altalanositasat vezette be, valamint elemezte a maédszer
véges mintas mintahatékonysagat. Kutatdsai soran — a matrixvaltozés regresszid és az
instrumentalis valtozék elméletére épitve — altalanositott SPS mddszert javasolt, amely nem-
aszimptotikus konfidencia-régidkat épit visszacsatolt sztochasztikus linedris rendszerekhez,
szimmetrikus innovacids zajfeltételezés mellett. Nagy hangsulyt fektetett az SPS modszer
mintahatékonysaganak elemzésére is: subgauss zajfeltevések mellett mintahatékonysagi
korlatokat vezetett le az SPS tartomanyok atmérgjére, valamint PAC (,,Probably Approximately
Correct”) felsé korlatokat bizonyitott az SPS ellipszoidos kiils6 kozelitésének atmérdjére.
Eredményeit a D1 besorolasu Systems & Control Letters, IEEE Transactions on Signal
Processing, valamint a Q1 besorolasu ,,IEEE Control Systems Letters” folyoiratokban publikalta.

Tovabbi, kollaboracidban sziletett eredménye, hogy vastag-farku eloszlasok esetén vizsgalta
az Ujramintavételezés otletére épllé konfidencia intervallumok mintahatékonysagat varhato
érték becslési problémdk esetén, amely eredményt késébb sztochasztikus tébbkara-rabld
problémak adat-vezérelt megoldasara is sikeresen alkalmaztak.

Szentpéteri Szabolcs elméleti kutatdsai mellett részt vett az AIDPATH EU Horizon 2020
projektben is, amely soran személyre szabott leukémia terapiakhoz egy megerdsitéses tanulas
alapu sztochasztikus eréforras Gitemezd algoritmus kifejlesztésében miikodott kozre.

A fentiek alapjan Szentpéteri Szabolcs Farkas Gyula dijban részesdl.



Tamas Ambrus
Farkas Gyula emlékdij, 2025

Tamas Ambrus egyetemi tanulmanyait az ELTE-n végezte matematika alapszakon, majd
ugyanitt kitlintetéses diplomaval végzett alkalmazott matematikus mesterszakon,
sztochasztika specializacion. 2018 6ta a SZTAKI Mérndki és Uzleti Intelligencia
Kutatélaboratériumanak munkatarsa.

Ph.D. tanulmanyait az ELTE Matematika Doktori Iskolaban kezdte meg 2020-ban, a Kooperativ
Doktori Program (KDP) tamogatasaval, Csaji Baldazs Csandd témavezetésével statisztikus
tanulaselmélet témakdorében.

Kutatdsainak fdékusza gépi tanuldasi mddszerek tovabbfejlesztése és ezekhez kapcsolddo
sztochasztikus garancidk kidolgozasa volt. Dolgozatainak egy visszatér6 motivuma
eloszlasfiuggetlen, véges mintds, egzakt konfidencia-halmazok konstrudlasa, a témavezet6
nevéhez is kot6dé SPS (Sign-Perturbed Sums) mddszer messzemend kiterjesztései alapjan.
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Kutatdsi tevékenységébdl els6ként vastag farku eloszlasok varhatd értékének robusztus
becslésére kidolgozott Uj mddszerét emeljiik ki. Ez a részben Lugosi Gabor nevéhez kothet6
Median-of-Means mddszer egy Gjramintavételezéssel médositott valtozata. Ujdonsaga, hogy a
maddszer egzakt konfidenciaintervallumot ad szimmetrikus eloszldsok varhaté értékére az
eloszlasokra vonatkozd minimalis feltételek mellett. A dolgozat a gépi tanulds egyik
legrangosabb konferencidja, az International Conference on Artificial Intelligence and Statistics
(AISTATS 2024) kotetében jelent meg.

Egy évvel kés6bb, az AISTATS 2025 kotetében jelent meg egy, a sztochasztikus tobbkarud bandita
feladat megolddsara kidolgozott Uj modszere, amely az el6bb emlitett cikk Ujszerl gondolatait
Otvozi az osztrak Peter Auer altal fémjelzett nevezetes Upper Confidence Bound maddszerrel.
Az Uj moddszer a szakirodalom tipikus eredményeit vastag farkd szimmetrikus
nyereményeloszlasok esetén Iényegesen gyengébb feltételek mellett bizonyitja.

Végiil az IEEE Control Systems Letters D1-es folydiratban 2022-ben megjelent dolgozataban az
orvosi alkalmazasokban kiemelten fontos binaris osztdlyozas problémajat vizsgaltak. A
regresszios flggvényre véges mintds nem-paraméteres egzakt konfidenciahalmazokat
konstrualtak az un. feltételes kernel atlag beagyazas modszer alapjan, amely a gépi tanulds
széles korben alkalmazott, az adatok Hilbert-teres reprezentaciéjan alapuld, technikailag
Osszetett moddszere. A dolgozat eredményeit az iranyitaselmélet legjelentGsebb éves
konferenciajan (IEEE Conference on Decision and Control, 2021) is bemutatta.

Kutatdsai mellett tobb éve részt vesz az ELTE Valdszinliségelméleti és Statisztika Tanszék
oktatdsi munkdjaban is, gyakorlatvezet6ként és alkalmazott matematikus mesterszakos
hallgatok 6nallé projektjeinek témavezetbjeként.

A fentiek alapjan Tamas Ambrus Farkas Gyula dijban részesiil.



